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¥ i 'w [ influence our mental and interpersanal habits. New technology must be rescurched n v
\ )b ‘T ). respecting the Inherent dignity of each of its members and all natural enyironments, and taking into accaunt the needs of those who are most sulnerable. The aim is not only 10 ensure
. i .

Rome Call for AI Ethics

mous potential when it comes o improving secial corvistence and personal
Howevee, these results are by no means guaranteed. The transfoemations cur-

~

iflcialfnieltigence” (AT) is bringing about profound changes in the lives of human beings, and it will confinue 10 do so. Al offers ena

) acili 3 be carmied oul )
iné, sugmenting human capahilities and enahling or lacilitating many Lasks that can be € more efficiently and efTective :;uy in which we perceive reality and human nature itself, so much so that they
{Preamble, Univ, Dec, Human

(derway are ot just quantitative. Ahove all, they are qualilaiive, because tiey affect the way these tasks are carried out and the
that no one is excluded,

and produced in accendance with criteria that ensure it truly serves the entire “human family™

those areas of freedom that could be d by ic e
Givkh the innovative and complex nature of the questions posed by digital transformation, it s exsentinl for all the sakeholders involved 1o work together and for to be represented. This
Call is a step forward with & view to grawing ni:L 2 comman undérstanding and scarching for a language and solutions we can share. Based on this, we can a T es thal take into ac-
count the entire prcess of technological innavation, from design through 1o dssaribation and use, encouraging real commitment in a range of practical scenanos. In the Tong term, the values and principles that we are
able 10 1nstil in AL will help o establish a framework that regulates pnd ocls as pout of reference for digital cthics, guiding our actiens and promoting the use af technology ta benelit humanity and the environment
1 is developed with a focus not en technology, but rather for the goad of humanity and of the environment, of eur common and shared home and of its
Juuman inhabitants, Who are inextricably connceted. In ether words, o vision in which human beings and nature are at the hean of how digital innovation is developed. supported rather than gradually replaced by lech-
alogies that hehave ke rational nctoes but are in no way human, 1t is time (o begin preparing foe more technological future in which machines will have & more impartart role in the Tives of human beings, but alsoa
ture in which it is clear that technological progress affinms the brilliance of the human race and remains dependent on its ethical integrity.

10 expand

biliti

ull the needs affected by Al
dge and acc

Now more than ever, we must guarantee an outlook in which Al

- . - L
All human beings are bom free and cqual in dignity and rights. They are endawed with reasen and conseience and should act towasds one anothet in a spirit of fellowship (cf. Art. 1, Univ, Dec. Human Rights). This %Ir" {
fundamental condition of freedom nnd dignity must also be peotected and guaranteed when producing and using A1 sysiems. This must be done by safeguarding the rights and the freedom of individuals so that they P
are ot discriminated against by algorithms due ta their “race, colour, sex, Janguage, religion. political of other opinion, national ar social oeigin, property, birth o¢ other status”™ (Art, 2, Univ, Des, Human Rights).
Al systems must be concelved, designed and implemented 10 serve and protect human beings and the enviranment in which they live. This fundamental outlook must translate into a commitment to create living con-

e ————

10 strive 10 fully express themselves where possible. —
race and respect for the planet, it must meet three requirements, 1t must Include every human being, discriminating against 1o cne: .

finally, it must be mindful of the complex reality of our ceosystem and be characterised by the way in which it gares for and protects
also includes the wse of artificial intelligence in ensuring sustainable food systems in the future. Furthermors, - .

ditions (bath social and personal) that allow both groups and individual members
In order for technological advancensent 1o align with true progrexs for the human
must have the good of humankind and the good of every human being at its heart;
the planct (our “common and shared home™) with & highly sustainable appeoach, which
Ibe aware when he or she is inleracting with a machine.

Al-based technology must never be used to exploit peaple n any way, especlally those who are most vulnerable, [nstend, it must be used to help people develop their abilities (empowerment/enablement) and to sup-
port the planet.

Envcanion

[Transforming the world through the innovation of AT means
ricula that span different disciplines in the humanities, science
young people receive; this must be delivered via methods that

undenaking to build a future far and with younger generations. This undenaking must be reflected in a commitment to education, developing specific cur-
and technology, and 1aking responsibility for educating younger g This means working to impeove the quality of education that

are accessible (0 all, that do not discriminate and that can offer equality of oppartunity and treatment. Universal access to education must be achleved |

Ly fomg s

p of solidanity and fumess.
Access to lifelong learning must ke guaranteed also for the elderly, who must ke offered the opportumity to access offline services during the digial and
prove enommously useful in helping people with disabilities Lo leamn and ecome mare independent: inclusive education therefore alse means using Al 10 suppoet and integrate

M hnol

\ these "
each and every persan, offering help

can
and

The impact of the transformations brought ataut by Alin society, work and education has made it essential to overhaul school curricula in order to make the educational &
skills but should focus in-
d ible, and capable of having 3 positive impact on the!

ucation sector, reforms are needed in order 10 establish high and objective standards that can improve Individual results. These standards should not be limited to the development of digital .
As we design and plan for the socicty of tomorrow, the use of Al must follow forms of action that are socially oriented, creative, ive, p s W
narural environments, The & yon

Ty for soctal p (¢ & remote working for those with limited mobility, technological suppart foe those with cognitive disabilities, etc.).

motio =no one left behind” & reality. In the ed-|
stead m making sure that each person can fully express their copabilities and on working for the good of the ¢ommunity, even when there is no personal benefit 1o be gained from this.
personal and social life of younger generations. The social and ethical impact of Al must be wlso at the core: of educational activities of AL

The main aim of this education must be to ralse awareness of the oppoetunities and also the possible critical issues posed by Al from the persp of social and individual respect.

RiciTs

‘The develapment of Al in the service of humankind aad the planet must be reflested in regulations and principles that peotect people — particularly the weak and the underprivileged = and narural

ettical i of all the stakeholders involved is a crucial starting peint; to make this future a reality, values, panciples, and in some cases, legal regulati are 1 P in ordet to sy

structure and guids this process.

To develop and implement Al systems that benefit humanity and the planct while scting 85 taals to build and maintain i I peace, the devel of Al must go hand in hand with robust digital security %% \"‘
measures. *
Hindrder for AT to act as a toal for the good of humanity and the planet, we must put the topic of protecting human rights in the digital era ot the heart of public debate. The time has come to question whether new

forms of jon and algoeithmic activity itate the de of stronger responsibilities. In particular, it will be essential to consider some form of *duty of explanation”: we must thirk about making not

agenls understandable. but alsa their purpose and
ibility, making the

with cthical principles,

devices must be able 10 offer individuals information on the logic behind the slgorithms ,ﬁ-‘ﬁ

king process moee valid.
e

only the decision-making criteria of Al-hased algorithmic
used to make decisions. This will increase transparency, traceability and

and li
Y

objectives. These
ided decish

" I

ially for ad that have a higher risk of impacting human rights, such as facial

New forms of
Tecognition.
To achieve these objectives, we must set out from the very beginning of each algorithm's development with an “algar-ethical™ visien, i.¢. an approach of ethics by design. Desigring and planning Al systems that we
can trust involves secking & consensus among political decision-makers, UN sysiem agencies and other intergs | organisati hers, the world of academi P ives of |
izati ding the ethical peinciphes Uit should be built into these 1echnologics. For this reason, the spansors of the call express theif desire to work jogether, in this context and at a national

gulation must be aged 10 promote

international
a2 o
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level.lo pmmol: “algoe-cthics”, namely the ethical use of Al as defined by the following principles: .
uller Haror; egor Gua /!—rrm a Godhre
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Transparency: in principle, Al systems must be explainable; . c
Inclusion: the needs of all human beings must be faken inlo consideration 5o that everyone ra; benefit and all individuafsdan be offered the best possible conditions fo express themselves and develop:
Responsibility: those who design and deploy the use of Af must proceed with responsibility and transparency; ; .
JImpantiality: do not create or act according 10 bias, thus safeguarding foirness and human digniy, '-""7‘ & 3’. E-—-!P- Xanena e
Reliability- Al systems must be able to work reliably; 0 ¥ o UpiVeRs: Inle Fepe ent <
Security and privacy: A systems must work securely and respect the priva users 0 QeSTle el AL @.— )
These princigles ace Bundamental elements of good lnnovat i Ak Crem . 3! Rl FAN- N
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