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Fragment 1:

NEW TABLES FOR MULTIPLE COMPARISONS 
WITH A CONTROL 

C. W. DUNNETT 

Lederle Laboratories Division, American Cyanamid Company, 
Pearl River, N. Y., U. S. A. 

1. INTRODUCTION 

Some time ago, a multiple comparison procedure for comparing 
several treatments simultaneously with a control or standard treatment 
was introduced by the present author (Dunnett [1955]). The pro- 
cedure was designed to be used either to test the significance of the 
differences between each of the treatments and the control with a 
stated value 1 - P for the joint significance level, or to set confidence 
limits on the true values of the treatment differences from the control 
with a stated value P for the joint confidence coefficient. Thus the 
procedure has the property of controlling the experimentwise, rather 
than the per-comparison, error rate associated with the comparisons, 
in common with the multiple comparison procedures of Tukey [un- 
published] and Scheffe [1953]. 

In the earlier paper, tables were provided enabling up to nine treat- 
ments to be compared with a control with joint confidence coefficient 
either .95 or .99. Tables for both one-sided and two-sided comparisons 
were given but, as explained in the paper, the two-sided values were 
inexact for the case of more than two comparisons as a result of an ap- 
proximation which had to be made in the computations. 

The main purpose of the present paper is to give the exact tables 
for making two-sided comparisons. The necessary computations were 
done on a General Precision LGP-30 electronic computer, by a method 
described in section 3 below. The tables are given here as Tables II 
and III; these replace Tables 2a and 2b, respectively, of the previous 
paper. In addition to providing the exact values, a method is given 
for adjusting the tabulated values to cover the situation where the 
variance of the control mean is smaller than the variance of the treat- 
ment means, as occurs for example when a greater number of observa- 
tions is allocated to the control than to any of the test treatments. 
Furthermore, the number of treatments which may be simultaneously 
compared with a control has been extended to twenty. 
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Question 1: What was introduced by Dunnett in 1995?

Question 2: In the sentence “...value 1 − P for the joint significance level”, what does “joint

significance level” stand for?
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NEW TABLES FOR MULTIPLE COMPARISONS 
WITH A CONTROL 

C. W. DUNNETT 

Lederle Laboratories Division, American Cyanamid Company, 
Pearl River, N. Y., U. S. A. 

1. INTRODUCTION 

Some time ago, a multiple comparison procedure for comparing 
several treatments simultaneously with a control or standard treatment 
was introduced by the present author (Dunnett [1955]). The pro- 
cedure was designed to be used either to test the significance of the 
differences between each of the treatments and the control with a 
stated value 1 - P for the joint significance level, or to set confidence 
limits on the true values of the treatment differences from the control 
with a stated value P for the joint confidence coefficient. Thus the 
procedure has the property of controlling the experimentwise, rather 
than the per-comparison, error rate associated with the comparisons, 
in common with the multiple comparison procedures of Tukey [un- 
published] and Scheffe [1953]. 

In the earlier paper, tables were provided enabling up to nine treat- 
ments to be compared with a control with joint confidence coefficient 
either .95 or .99. Tables for both one-sided and two-sided comparisons 
were given but, as explained in the paper, the two-sided values were 
inexact for the case of more than two comparisons as a result of an ap- 
proximation which had to be made in the computations. 

The main purpose of the present paper is to give the exact tables 
for making two-sided comparisons. The necessary computations were 
done on a General Precision LGP-30 electronic computer, by a method 
described in section 3 below. The tables are given here as Tables II 
and III; these replace Tables 2a and 2b, respectively, of the previous 
paper. In addition to providing the exact values, a method is given 
for adjusting the tabulated values to cover the situation where the 
variance of the control mean is smaller than the variance of the treat- 
ment means, as occurs for example when a greater number of observa- 
tions is allocated to the control than to any of the test treatments. 
Furthermore, the number of treatments which may be simultaneously 
compared with a control has been extended to twenty. 
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Question 3: What is the main purpose of the present paper?

Question 4: What is the example given by the author to illustrate the situation where the

variance of the control mean is smaller than the variance of the treatment means?

Fragment 3:
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some concern; also, Tukey's [1949] test for non-additivity approaches 
significance. The low mean value for group C at seven weeks appears 
to be the cause, rather than anything that might be remedied by a 
transformation of the data.) 

The main comparisons of interest to the experimenter are between 
each of the three treatments and the control. The one differing most 
from the control is treatment C. To test the significance of this treat- 
ment difference, we calculate a Student t-statistic in the usual way. 
On the assumption that the four treatment groups have homogeneous 
variances, and following the 'fixed effects' model of the analysis of 
variance which dictates the use of the residual mean square to estimate 
the error variance, we obtain for the t-statistic 

i - -c 2.240 - 2.493 - -2.43 (1) 
sx/(i/nt) + (1/nj) =/.1086-VA2/2/0 

However, to allow for the fact that we have selected the most extreme 
of three treatment differences, we refer to the p = 3 column of Table II 
or Table III instead of the usual Student t-tables (the values of the 
latter appear in the p = 1 column of the tables). For 64 degrees of 
freedom, the critical values are seen to be 2.41 for the .05 significance 
level and 3.02 for the .01 level. Thus we can state that this treatment 
differs significantly from the control at the .05 probability level. The 
other two treatment differences can be tested in the same way, using 
the same critical values, but it is obvious in this example that neither 
of them is significant. 

Hence we have found one statistically significant difference from 
the control (group C), and it is a bit surprising that it should be this 
group, since group D which received the same drug at twice the dose 
does not show any apparent difference from the control. Whether one 
should conclude in this instance that a real treatment effect has been 
demonstrated, which for some reason is not manifested at the higher 
dose level, would depend on the experimenter's prior knowledge re- 
garding the properties of this particular drug together with his assess- 
ment of the likelihood of the observed effect's being due to a chance 
occurrence or a flaw in the conduct of the experiment. Had the sig- 
nificance test been performed using the usual tables of Student's t, 
the treatment effect would have appeared to be more significant than 
it really is, since the value of t calculated in (1) above actually exceeds 
the 2%7o critical value of Student's t. 

If the sacrifice times had corresponded to 'blocks' of some sort 
which would have to be considered as a random rather than a fixed 
effect, the analysis of variance model would be of the 'mixed' type. 

Question 5: On the example, which test treatment differs most from the control?

Question 6: Just copy here the usual t-statistic used by the author.

Question 7: What does the “fixed effects” model of analysis of variance dictate?
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486 BIOMETRICS, SEPTEMBER 1964 

This would call for the interaction mean square as the proper error 
variance for the treatment comparisons. The multiple comparisons 
test between treatments and control could be applied using the formula 
in (1), but with the interaction mean square to estimate the variance, 

X- _ 2.240 - 2.493 _ -2.20 
sV / (I/nt) + (I/n0) V .1323 V/2/20 

and of course the tables should be entered with the degrees of freedom 
associated with interaction. 

Another point to be noted concerning the analysis of this example 
is the assumption that the four groups have the same variance. In 
many situations, this assumption is quite reasonable; however, in the 
present example, the within groups variance for the control turns out 
to be significantly smaller than for the three treatments. If one is 
unwilling to accept the assumption of equal variances in these circum- 
stances, separate control and treatment variances could be estimated 
from the data and a t-statistic calculated using the formula appropriate 
for comparing two groups with unequal variances instead of (1). In 
this example, we would obtain s' = .0448 (16 d.f.) and s' = .1298 
(48 d.f.) for the two variances, and the appropriate t-statistic would be 

- t Xc _ 2.240 - 2.493 = -2.71. 
t(s2/nt) + (s/nJ) V/(.1298 + .0448)/20 

Following the method of Cochran and Cox (see Anderson and Bancroft 
[1952], p. 52), the number of decrees of freedom to be associated with 
this statistic is the weighted average of the degrees of freedom asso- 
ciated with the two variances, using s2/n, and s2/n, as weights. The 
result in this instance is 40 d.f., and entering Table II with p = 3 
and d.f. = 40, we find that 2.44 is the .05 critical value. This value 
should, however, be adjusted for the unequal variances as described 
in the next part of this section, by calculating 1 - nts2/n s2 =.655, 
which when multiplied by the superscript number on the value taken 
from Table II gives the percentage increase required in the critical 
value (.655 X 2.2 = 1.4%7O is the percentage increase, so the correct 
critical value is 1.014 X 2.44 = 2.47). 

Allocating more observations to the control. 

In the example described, the experiment was designed to provide 
equal numbers of observations on the control and on each treatment. 
In this case, assuming homogeneous variances, the critical values of 
t are read directly from the table. If, however, relatively more observa- 
tions are provided on the control than on any of the test treatments, 

Question 8: What states the method of Cochran and Cox?

Question 9: According to the fragment, how do we find 2.44 on Table II?

Question 10: This value should be adjusted for unequal variances? How?


