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ABSTRACT 

HOPKINS, W. G., S. W. MARSHALL, A. M. BATTERHAM, and J. HANIN. Progressive Statistics for Studies in Sports 
Medicine and Exercise Science. Med. Sci. Sports Exerc., Vol. 41, No. 1, pp. 3–12, 2009.  Statistical guidelines and expert 
statements are now available to assist in the analysis and reporting of studies in some biomedical disciplines.  We present here a 
more progressive resource for sample-based studies, meta-analyses and case studies in sports medicine and exercise science.  
We offer forthright advice on the following controversial or novel issues: using precision of estimation for inferences about 
population effects in preference to null-hypothesis testing, which is inadequate for assessing clinical or practical importance; 
justifying sample size via acceptable precision or confidence for clinical decisions rather than via adequate power for statistical 
significance; showing standard deviations rather than standard errors of the mean, to better communicate magnitude of differ-
ences in means and non-uniformity of error; avoiding purely non-parametric analyses, which cannot provide inferences about 
magnitude and are unnecessary; using regression statistics in validity studies, in preference to the impractical and biased limits 
of agreement; making greater use of qualitative methods to enrich sample-based quantitative projects; and seeking ethics ap-
proval for public access to the depersonalized raw data of a study, to address the need for more scrutiny of research and better 
meta-analyses.  Advice on less contentious issues includes: using covariates in linear models to adjust for confounders, to ac-
count for individual differences, and to identify potential mechanisms of an effect; using log transformation to deal with non-
uniformity of effects and error; identifying and deleting outliers; presenting descriptive, effect and inferential statistics in ap-
propriate formats; and contending with bias arising from problems with sampling, assignment, blinding, measurement error, 
and researchers' prejudices.  This article should advance the field by stimulating debate, promoting innovative approaches, and 
serving as a useful checklist for authors, reviewers and editors.  Key Words: ANALYSIS, CASE, DESIGN, INFERENCE, 
QUALITATIVE, QUANTITATIVE, SAMPLE 
 

In response to the widespread misuse of statistics in re-
search, several biomedical organizations have published 
statistical guidelines in their journals, including the Inter-
national Committee of Medical Journal Editors 
(www.icmje.org), the American Psychological Association 
(2), and the American Physiological Society (8).  Expert 
groups have also produced statements about how to publish 
reports of various kinds of medical research (Table 1).  
Some medical journals now include links to these state-
ments as part of their instructions to authors.   

 In this article we provide our view of best practice for 
the use of statistics in sports medicine and the exercise 
sciences.  The article is similar to those referenced in Table 
1 but includes more practical and original material. It 
should achieve three useful outcomes.  First, it should 
stimulate interest and debate about constructive change in 
the use of statistics in our disciplines.  Secondly, it should 

help legitimize the innovative or controversial approaches 
that we and others sometimes have difficulty including in 
publications.  Finally, it should serve as a statistical check-
list for researchers, reviewers and editors at the various 
stages of the research process. Not surprisingly, some of the 

TABLE 1.  Recent statements of best practice for reporting various kinds 
of biomedical research. 
Interventions (experiments) 

 

CONSORT: Consolidated Standards of Reporting Trials (1,22).  See 
consort-statement.org for statements, explanations and extensions to 
abstracts and to studies involving equivalence or non-inferiority, clus-
tered randomization, harmful outcomes, non-randomized designs, and 
various kinds of intervention. 

Observational (non-experimental) studies 

 

STROBE: Strengthening the Reporting of Observational Studies in 
Epidemiology (27,28).  See strobe-statement.org for statements and 
explanations, and see HuGeNet.ca  for extension to gene-association 
studies. 

Diagnostic tests 
 STARD: Standards for Reporting Diagnostic Accuracy (5,6). 
Meta-analyses 

 

QUOROM: Quality of Reporting of Meta-analyses (21).  MOOSE: 
Meta-analysis of Observational Studies in Epidemiology (25).  See 
also the Cochrane Handbook (at cochrane.org) and guidelines for 
meta-analysis of diagnostic tests (19) and of gene-association studies 
(at HuGeNet.ca). 
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Question 2: Why several biomedical organizations have published statistical guideline in their

journals?



Question 3: How do some medical journals use statements produced by expert groups?

Question 4: What this paper is about?

Question 5: What are the outcomes this paper should achieve?
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- random or systematic error in a continuous variable or classification 
error in a nominal variable; [Note 12] 

- choosing the largest or smallest of several effects that have overlap-

ping confidence intervals; [Note 3] 
- your prejudices or desire for an outcome, which can lead you to filter 

data inappropriately and misinterpret effects. 
 

Note 1 
Inferences are evidence-based conclusions about the 

true nature of something. The traditional approach to infer-
ences in research on samples is an assertion about whether 
the effect is statistically significant or “real”, based on a P 
value.  Specifically, when the range of uncertainty in the 
true value of an effect represented by the 95% confidence 
interval does not include the zero or null value, P is <0.05, 
the effect “can’t be zero”, so the null hypothesis is rejected 
and the effect is termed significant; otherwise P is >0.05 
and the effect is non-significant.  A fundamental theoretical 
dilemma with this approach is the fact that the null hy-
pothesis is always false; indeed, with a large enough sam-
ple size all effects are statistically significant.  On a more 
practical level, the failure of this approach to deal ade-
quately with the real-world importance of an effect is evi-
dent in the frequent misinterpretation of a non-significant 
effect as a null or trivial effect, even when it is likely to be 
substantial.  A significant effect that is likely to be trivial is 
also often misinterpreted as substantial. 

A more realistic and intuitive approach to inferences is 
based on where the confidence interval lies in relation to 
threshold values for substantial effects rather than the null 
value (4).  If the confidence interval includes values that 
are substantial in some positive and negative sense, such as 
beneficial and harmful, you state in plain language that the 
effect could be substantially positive and negative, or more 
simply that the effect is unclear.  Any other disposition of 
the confidence interval relative to the thresholds represents 
a clear outcome that can be reported as trivial, positive or 
negative, depending on the observed value of the effect.  
Such magnitude-based inferences about effects can be 
made more accurate and informative by qualifying them 
with probabilities that reflect the uncertainty in the true 
value: possibly harmful, very likely substantially positive, 
unclear but likely to be beneficial, and so on.  The qualita-
tive probabilistic terms can be assigned using the following 
scale (16):  <0.5%, most unlikely, almost certainly not; 0.5-
5%, very unlikely; 5-25%, unlikely, probably not; 25-75%, 
possibly; 75-95%, likely, probably; 95-99.5%, very likely; 
>99.5%, most likely, almost certainly. Research on the 
perception of probability could result in small adjustments 
to this scale. 

Use of thresholds for moderate and large effects allows 
even more informative inferential assertions about magni-
tude, such as probably moderately positive, possibly asso-
ciated with small increase in risk, almost certainly large 
gain, and so on.  As yet, only a few effect statistics have 
generally accepted magnitude thresholds for this purpose.  
Thresholds of 0.1, 0.3 and 0.5 for small, moderate and 
large correlation coefficients suggested by Cohen (7) can 
be augmented with 0.7 and 0.9 for very large and ex-
tremely large; these translate approximately into 0.20, 0.60, 
1.20, 2.0 and 4.0 for standardized differences in means (the 
mean difference divided by the between-subject SD) and 
into risk differences of 10%, 30%, 50%, 70% and 90% (see 

newstats.org/effectmag.html). The latter applied to chances 
of a medal provide thresholds for change in an athlete’s 
competition time or distance of 0.3, 0.9, 1.6, 2.5 and 4.0 of 
the within-athlete variation between competitions (17 and 
WGH, unpublished observations).  Magnitude thresholds for 
risk, hazard and odds ratios require more research, but a risk 
ratio as low as 1.1 for a factor affecting incidence or preva-
lence of a condition should be important for the affected 
population group, even when the condition is rare. Thresh-
olds have been suggested for some diagnostic statistics (20), 
but more research is needed on these and on thresholds for 
the more usual measures of validity and reliability. 

An appropriate default level of confidence for the confi-
dence interval is 90%, because it implies quite reasonably 
that an outcome is clear if the true value is very unlikely to 
be substantial in a positive and/or negative sense.   Use of 
90% rather than 95% has also been advocated as a way of 
discouraging readers from reinterpreting the outcome as 
significant or non-significant at the 5% level (24).  In any 
case, a symmetrical confidence interval of whatever level is 
appropriate for making only non-clinical or mechanistic 
inferences.  An inference or decision about clinical or prac-
tical utility should be based on probabilities of harm and 
benefit that reflect the greater importance of avoiding use of 
a harmful effect than failing to use a beneficial effect.  Sug-
gested default probabilities for declaring an effect clinically 
beneficial are <0.5% (most unlikely) for harm and >25% 
(possible) for benefit (16). A clinically unclear effect is 
therefore possibly beneficial (>25%) with an unacceptable 
risk of harm (>0.5%).  These probabilities correspond to a 
ratio of ~60 for odds of benefit to odds of harm, a suggested 
default when sample sizes are sub- or supra-optimal (16). 
Note that even when an effect is unclear, you can often 
make a useful probabilistic statement about how big or 
small it could be, and your findings should contribute to a 
meta-analysis. 

Magnitude-based inferences as outlined above represent 
a subset of the kinds of inference that are possible using so-
called Bayesian statistics, in which the researcher combines 
the study outcome with uncertainty in the effect prior to the 
study to get the posterior (updated) uncertainty in the effect.  
A qualitative version of this approach is an implicit and im-
portant part of the Discussion section of most studies, but in 
our view specification of the prior uncertainty is too subjec-
tive to apply the approach quantitatively.  Researchers may 
also have difficulty accessing and using the computational 
procedures.  On the other hand, confidence limits and prob-
abilities related to threshold magnitudes can be derived 
readily via a spreadsheet (16) by making the same assump-
tions about sampling distributions that statistical packages 
use to derive P values.  Bootstrapping, in which a sampling 
distribution for an effect is derived by resampling from the 
original sample thousands of times, also provides a robust 
approach to computing confidence limits and magnitude-
based probabilities when data or modeling are too complex 
to derive a sampling distribution analytically. 

Question 6: What are inferences?

Question 7: Based on P , what is a significant effect?

Question 8: Explain the theoretical dilemma with this approach.
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Note 2 
Public Access to depersonalized data, when feasible, 

serves the needs of the wider community by allowing more 
thorough scrutiny of data than that afforded by peer review 
and by leading to better meta-analyses. Make this state-
ment in your initial application for ethics approval, and 
state that the data will be available indefinitely at a website 
or on request without compromising the subjects’ privacy. 

Note 3 
Multiple Inferences. Any conclusive inference about 

an effect could be wrong, and the more effects you investi-
gate, the greater the chance of making an error.  If you test 
multiple hypotheses, there is inflation of the Type I error 
rate:  an increase in the chance that a null effect will turn 
up statistically significant. The usual remedy of making the 
tests more conservative is not appropriate for the most im-
portant pre-planned effect, it is seldom applied consistently 
to all other effects reported in a paper, and it creates prob-
lems for meta-analysts and other readers who want to as-
sess effects in isolation.  We therefore concur with others 
(e.g., 23) who advise against adjusting the Type I error rate 
or confidence level of confidence intervals for multiple 
effects.   

For several important clinical or practical effects, you 
should constrain the increase in the chances of making 
clinical errors.  Overall chances of benefit and harm for 
several interdependent effects can be estimated properly by 
bootstrapping, but a more practical and conservative ap-
proach is to assume the effects are independent and to es-
timate errors approximately by addition.  The sum of the 
chances of harm of all the effects that separately are clini-
cally useful should not exceed 0.5% (or your chosen 
maximum rate for Type 1 clinical errors; Note 4); other-
wise you should declare fewer effects useful and acknowl-
edge that your study is underpowered.  Your study is also 
underpowered if the sum of chances of benefit of all effects 
that separately are not clinically useful exceeds 25% (or 
your chosen Type 2 clinical error rate). When your sample 
size is small, reduce the chance that the study will be 
underpowered by designing and analyzing it for fewer ef-
fects.    

A problem with inferences about several effects with 
overlapping confidence intervals is misidentification of the 
largest (or smallest) and upward (or downward) bias in its 
magnitude. In simulations the bias is of the order of the 
average standard error of the outcome statistic, which is 
approximately one-third the width of the average 90% con-
fidence interval (WGH, unpublished observations). Ac-
knowledge such bias when your aim is to quantify the larg-
est or smallest of several effects. 

Note 4 
Sample Sizes that give acceptable precision with 90% 

confidence limits are similar to those based on a Type 1 
clinical error of 0.5% (the chance of using an effect that is 
harmful) and a Type 2 clinical error of 25% (the chance of 
not using an effect that is beneficial).  The sample sizes are 
approximately one-third those based on the traditional ap-
proach of an 80% chance of statistical significance at the 
5% level when the true effect has the smallest important 

value.  Until hypothesis testing loses respectability, you 
should include the traditional and new approaches in appli-
cations for ethical approval and funding.  

Whatever approach you use, sample size needs to be 
quadrupled to adequately estimate individual differences or 
responses and effects of covariates on the main effect.  Lar-
ger samples are also needed to keep clinical error rates for 
clinical or practical decisions acceptable when there is more 
than one important effect in a study (Note 3).  See Refer-
ence (12) for a spreadsheet and details of these and many 
other sample-size issues. 

Note 5 
Mechanisms.  In a mechanisms analysis, you deter-

mine the extent to which a putative mechanism variable 
mediates an effect through being in a causal chain linking 
the predictor to the dependent variable of the effect.  For an 
effect derived from a linear model, the contribution of the 
mechanism (or mediator) variable is represented by the re-
duction in the effect when the variable is included in the 
model as another predictor.  Any such reduction is a neces-
sary but not sufficient condition for the variable to contrib-
ute to the mechanism of the effect, because a causal role can 
be established definitively only in a separate controlled trial 
designed for that purpose. 

For interventions, you can also examine a plot of change 
scores of the dependent variable vs those of potential media-
tors, but beware that a relationship will not be obvious in the 
scattergram if individual responses are small relative to 
measurement error.  Mechanism variables are particularly 
useful in unblinded interventions, because evidence of a 
mechanism that cannot arise from expectation (placebo or 
nocebo) effects is also evidence that at least part of the ef-
fect of the intervention is not due to such effects. 

Note 6 
Linear Models.  An effect statistic is derived from a 

model (equation) linking a dependent (the “Y” variable) to a 
predictor and usually other predictors (the “X” variables or 
covariates).  The model is linear if the dependent can be 
expressed as a sum of terms, each term being a coefficient 
times a predictor or a product of predictors (interactions, 
including polynomials), plus one or more terms for random 
errors.  The effect statistic is the predictor’s coefficient or 
some derived form of it.  It follows from the additive nature 
of such models that the value of the effect statistic is for-
mally equivalent to the value expected when the other pre-
dictors in the model are held constant. Linear models there-
fore automatically provide adjustment for potential con-
founders and estimates of the effect of potential mechanism 
variables. A variable that covaries with a predictor and de-
pendent variable is a confounder if it causes some of the 
covariance and is a mechanism if it mediates it.  The reduc-
tion of an effect when such a variable is included in a linear 
model is the contribution of the variable to the effect, and 
the remaining effect is independent of (adjusted for) the 
variable. 

The usual models are linear and include: regression, 
ANOVA, general linear and mixed for a continuous de-
pendent; logistic regression, Poisson regression, negative 
binomial regression and generalized linear modeling for 

Question 9: What happens if you test multiple hypotheses regarding the Type I error rate?

Question 10: What could be the problems of making the test more conservative?


